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Using a variational approach we investigate the delocalized to localized crossover in the ground state of an
Ohmic two-impurity spin-boson model, describing two otherwise noninteracting spins coupled to a common
bosonic environment. We show that a competition between an environment-induced Ising spin interaction and
externally applied fields leads to variations in the system-bath coupling strength, �c, at which the delocalized-
localized crossover occurs. Specifically, the crossover regime lies between �c=0.5 and �c=1 depending upon
the spin separation and the strength of the transverse tunneling field. This is in contrast to the analogous
single-spin case, for which the crossover occurs �in the scaling limit� at fixed �c�1. We also discuss links
between the two-impurity spin-boson model and a dissipative two-spin transverse Ising model, showing that
the latter possesses the same qualitative features as the Ising strength is varied. Finally, we show that signatures
of the crossover may be observed in single impurity observables, as well as in the behavior of the system-
environment entanglement.
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I. INTRODUCTION

Any real quantum system is surrounded by some uncon-
trollable environment, interactions with which generally lead
to differing behavior from that expected if the system were
somehow isolated.1 The spin-boson model2,3 is a popular
starting point for investigations into such dynamics, encap-
sulating the effects of quantum decoherence, dissipation, and
relaxation on the otherwise coherent spin evolution. Further-
more, the model exhibits nontrivial ground-state behavior,2–8

displaying a zero-temperature �quantum� phase transition9,10

as a function of system-bath coupling strength, attributed to
zero-point �rather than thermal� fluctuations within the bath.
Besides being of general theoretical interest, many physical
systems in the solid state, and elsewhere, are well described
by models of a spin-boson type.2,3,11–18 Specific experimen-
tally relevant examples include large arrays of trapped ions,14

the persistent current in a metal ring threaded by an
Aharonov-Bohm flux,15,16 and atomic dots coupled to a
Bose-Einstein condensate bath.17 These systems are of par-
ticular importance, since it is predicted that they show quali-
tative and detectable changes in ground-state properties as a
function of accessible external parameters.

The spin-boson model considers a two-level quantum sys-
tem, such as a spin-1/2 particle or a magnetic impurity, in-
teracting with an �infinite� bath of harmonic oscillators rep-
resenting the environment. The corresponding Hamiltonian
is generally written in the form �for �=1�

H =
�

2
�z −

�

2
�x + �z�

k
�gkbk

† + gk
�bk� + �

k
�kbk

†bk, �1�

where � is the energy bias between the system states, � is the
�bare� tunneling strength, and �i �i=x ,y ,z� is the usual
ith-Pauli operator in a basis where �z= �0��0�− �1��1�. The
bath is represented by the creation �annihilation� operators bk

†

�bk� for each bath mode, with wave-vector k and correspond-
ing angular frequency �k. The system-bath interaction is
captured by the coupling constants gk.

As is well known, the interaction of a quantum system
with an environment of the type given in Eq. �1� causes a
renormalization of the bare system energy levels and, in par-
ticular, a suppression of any tunneling probability the system
may possess.1–3 For the spin-boson model, the system-bath
interaction can be completely characterized by the spectral
density J���=�k�gk�2���−�k�, which we shall take here to
be of the paradigmatic Ohmic form J���= �� /2�� for �
��c, where � is a dimensionless coupling strength and �c a
high-frequency cutoff.1–3 In this case, it has been found that
above a certain critical system-bath coupling strength, �c, the
tunneling probability is completely suppressed ��→0�.2 For
small � /�, as the parameter � is increased through �c, the
ground state of the two-level system shows a crossover from
being dominated by the tunneling term �� /2��x, and hence
delocalized, to being dominated by the bias term �� /2��z,
and therefore localized in either �0� or �1�.4,19 At zero tem-
perature and for �=0 this localization phenomenon has been
identified as a Kosterlitz-Thouless quantum �rather than ther-
modynamic� phase transition.9,10 Calculation of the Ohmic
critical coupling strength in this regime has found �c�1 for
small � /�c.

2

In this paper, we shall investigate the delocalized-
localized crossover in the ground state of a pair of noninter-
acting two-level systems in a common bath of harmonic os-
cillators, termed here the two-impurity spin-boson model. In
particular, we elucidate how this crossover depends upon the
separation between the impurities through a bath-induced in-
terspin interaction. Aside from being a natural extension of
the single impurity model, the two-impurity case represents
perhaps the simplest dissipative model in which to explore
the interplay of coherent system interactions and the dissipa-
tive influence of the bath. This has relevance, for example, in
the field of quantum computation,20 where the two-impurity
model could be thought of as the basic unit of a dissipative
spin chain21–23 or as two quantum bits in a dissipative
register.11,24,25 The model has also recently gained attention
since it allows for the study of bath generated correlations
and entanglement shared between the impurities.26–30
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To perform our analysis we employ a variational tech-
nique originally developed by Silbey and Harris.31 The
method consists of assuming a particular variational form
of the ground-state wave function of the combined system
and bath, and a subsequent optimization based upon a mini-
mization of the associated free energy �or ground-state en-
ergy at zero temperature�. While this technique might be vul-
nerable to errors in certain limits, it has proven to be
relatively robust when applied to single spin-boson systems
described by Ohmic spectral densities.31 Furthermore, con-
clusions drawn from the method have also been verified by
path integral,2,32 flow equation,33 and scaling techniques,34 as
well as by Bethe-ansatz,19,35,36 numerical renormalization
group,8,19 density matrix renormalization group,6 exact
diagonalization,37 and Monte Carlo calculations.38 Besides
its relative simplicity, the variational technique is also attrac-
tive from the point of view of gaining insight into the form
of the ground-state of the model, and how this varies through
the delocalized to localized crossover. Furthermore, as we
shall show below, it can be used to provide analytical calcu-
lations of bath-induced spin interaction terms and tunneling
renormalizations inherent to the model.

While it is known that a single unbiased two-level system
immersed in a bosonic bath will enter its localized regime as
the system-bath coupling strength �→1 �for � /�c	1�, it is
not clear whether the same conclusion holds true for a pair of
two-level systems immersed in a common bath. In this case,
it is possible that the delocalized-localized crossover could
occur at a different point due to an induced, bath-mediated
interaction between the spins that alters the system energy
structure.26–29 For the model considered here, the mutual in-
teraction with the bath induces an Ising-like coupling be-
tween the impurities with a strength that depends upon their
separation. We find that for closely spaced impurities, corre-
sponding to a strong Ising strength, the crossover region oc-
curs around �c=0.5. As the spin separation is increased, the
Ising strength decreases, and we find �c→1 as the impurity
separation becomes infinite.

The paper is organized as follows. In Sec. II we review
the application of the variational approach to the ground state
of the standard single impurity spin-boson problem,31 dem-
onstrating its validity in comparison to a Bethe-ansatz
calculation.4,35 In Sec. III we define the two-impurity model
and apply the variational transformation in this situation, elu-
cidating the origin of the bath-induced Ising interaction. In
Sec. IV we employ an approximation on the induced Ising
term that allows a straightforward identification of the
delocalized-localized crossover region in a number of re-
gimes, while in Sec. V we perform the full variational cal-
culation without such a simplification. In Sec. VI we study
the variational ground state in more detail and propose sig-
natures of the crossover behavior, while in Sec. VII we sum-
marize our results.

II. SINGLE IMPURITY SPIN-BOSON MODEL

Before we go on to study a pair of two-level systems in a
common bath, it is instructive to apply the variational tech-
nique to the �single� spin-boson model, Eq. �1�, in an effort

both to understand the variational method employed, and
also to assess its validity.

Let us start by considering the ground state of the Hamil-
tonian with �=0,

H = −
�

2
�x + �z�

k
�gkbk

† + gk
�bk� + �

k
�kbk

†bk. �2�

In the limit gk→0 with ��0, the spin is entirely decoupled
from the bath and its ground state will be the �x eigenstate
�1 /�2���0�+ �1��. The state of the bath will be some superpo-
sition of number states �eigenstates of bk

†bk� that depends
upon the temperature. In the opposite limit, �→0 with gk
�0, the system-bath interaction now dominates and the os-
cillators constituting the bath will be displaced from their
equilibrium positions to minimize the corresponding interac-
tion energy. We may write the ground state of the combined
system-plus-bath in this case as

�
� =
1
�2
	


k
D� gk

�k
��B0��1� + 


k
D�−

gk

�k
��B0��0� ,

�3�

where �B0� is the ground state of the bath for vanishing
system-bath coupling, and we have defined the displacement
operators39

D�� gk

�k
� = exp��	� gk

�k
�bk

† − � gk

�k
��

bk� . �4�

In the general case, when neither limit is met, the spin-boson
Hamiltonian is not straightforwardly diagonalizable. Note,
however, that in the state described by Eq. �3� each oscillator
is displaced by an amount determined by the ratio gk /�k,
and that as gk→0 the correct uncoupled ground state is re-
covered. The variational theory thus assumes that the ground
state of the spin-boson Hamiltonian for nonzero gk and � is
always of the form of Eq. �3�, but allows for the possibility
that the amount a given mode is displaced may have a more
complicated dependence on the Hamiltonian parameters.

With these considerations in mind, we now reintroduce
the energy bias between the spin states and proceed by writ-
ing down the total Hamiltonian, Eq. �1�, in a basis
��B−��0� , �B+��1��, where �B��=
kD��fk /�k��B0�, and we
have introduced the as yet to be determined variational pa-
rameters fk. These will be found by minimizing the free en-
ergy of the total system.31 At zero temperature, we obtain

H =
�

2
�̃z −

�r

2
�̃x + R , �5�

where in the new basis �̃z= �B−��0��0��B+�− �B+��1��1��B−� and

R = �
k

�k
−1fk�fk − 2gk� . �6�

Importantly, the tunneling matrix element has now been
renormalized due to the system-bath interaction: �r=��B�,
where
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�B� = �B��B�� = exp	− 2�
k

�fk/�k�2 . �7�

Diagonalization of H in the transformed basis then gives a
ground-state energy of �0= 1

2 �2R−�, where =��2+�r
2, and

the corresponding ground state

��0� = n0� − �

�r
�B−��0� + �B+��1�� , �8�

where n0= ��−��2 /�r
2+1�−1/2 is a normalization factor.

The task now is to find the variational parameters fk,
which in turn will allow us to evaluate the renormalized
tunneling strength �r, and hence obtain the approximate
ground state. To do so, we naturally impose the condition
that the ground-state energy, �0, should be minimized. This
leads straightforwardly to

fk = gk�1 +
�r

2

�k
�−1

, �9�

and our expression for the renormalized tunneling strength
becomes

�r = � exp	− 2�
k

gk
2

��k + �r
2/�2 . �10�

We now take the continuum limit to convert the summation
over k into an integral with respect to �, and recall the
definition of the �Ohmic� system-bath spectral density, J���
=�k�gk�2���−�k�= �� /2��. With these replacements, we
find

�r = � exp	− ��
0

�c �d�

�� + �r
2/�2 . �11�

Note that had we written the original Hamiltonian in a basis
defined with the displacement operators of Eq. �4�, i.e., func-
tions of gk rather than fk, the integral in Eq. �11� would
suffer from an infrared divergence, and we would conclude
�incorrectly� that �r=0 for all values of �.

In the present case, the integration can be performed
straightforwardly and leads to the following equation which
one must solve self-consistently for �r,

�r� �r
2

�r
2 + �c

�−�

exp	 − ��c

�r
2 + �c

 = � , �12�

where �r takes on values between � and 0 as � is increased
from zero. For � /�c	1 and �=0, Eq. �12� gives the well-
known behavior �r���� /�c��/�1−��.2,3,31

In order to assess the validity of the variational technique,
in Fig. 1 we plot the ground-state magnetization, ��z�
= ��0��z��0�=−� /, as a function of � for various values of
�, where we have set � /�c=0.01 and �r has been found by
numerically solving Eq. �12�. Shown also are the corre-
sponding plots generated by mapping the spin-boson model
to the Kondo model and using Bethe-ansatz solution tech-
niques, details of which can be found in Refs. 4, 35, and 36.
For all values of � the methods show good qualitative agree-
ment. Most importantly, the variational calculation correctly
identifies the region of � over which the ground state be-

comes dominated by the bias �localization� rather than the
tunneling �delocalization�, though it should be noted that ��z�
reaches its minimum value ���z�→−1 as �r→0� somewhat
more sharply than in the Bethe-ansatz calculations. We can
therefore be confident that the variational method does cap-
ture the localization crossover in the ground-state behavior in
which we are interested.

III. TWO-IMPURITY SPIN-BOSON MODEL

We now return our attention to the main subject of this
work, determining the ground-state behavior of a pair of im-
purity spins interacting with a common bosonic bath. Since
we expect the bath to mediate a separation-dependent coher-
ent interaction between the spins11,26,28,29,40 we make their
spatial separation explicit by placing them at positions r1 and
r2. The total Hamiltonian we consider is then given by

H = −
�

2
��x

1 + �x
2� + �

k
�kbk

†bk + �
n

�z
n�

k
gk�bk

†eik·rn

+ bke−ik·rn� , �13�

where �i
n �n=1,2 ; i=x ,y ,z� is now the usual ith-Pauli op-

erator acting on the relevant spin, and we have assumed that
the system-bath coupling constants for each spin differ only
in a position-dependent phase factor. For simplicity, we now
limit our analysis to the case in which there is no bias on
either spin.

We proceed in a slightly different manner to Sec. II and
apply a unitary transformation to the Hamiltonian which dis-
places each oscillator by an amount parameterized by the
variational parameter fk. We note, however, that at zero tem-
perature this procedure gives the same ground state as one
would obtain following the method of the previous section.

The transformed Hamiltonian is written H̃=eS1+S2He−�S1+S2�

= H̃S+ H̃B+ H̃I with

�
�
�
�
�
�
�
�
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FIG. 1. �Color online� Expectation value of �z for the variation-
ally determined spin-boson ground state �plot points� and using
Bethe-ansatz techniques �solid lines� as a function of �, plotted for
various values of � �in units of �c�. Blue circles: �=0.005; red
squares: �=10−3; yellow diamonds: �=10−4; green upright tri-
angles: �=10−6; and purple inverted triangles: �=10−8. In all cases
� /�c=0.01.
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e�Sn = exp	��z
n�

k
�k�bk

†eik·rn − bke−ik·rn� , �14�

where �k= fk /�k is assumed real. The transformation is
aided by the observation that, provided the dispersion rela-
tion of the bath is isotropic and the variational parameters
satisfy fk= f−k, the commutator

�S1,S2� = 2i�z
1�z

2�
k

�k
2 sin�k · �r1 − r2�� �15�

vanishes once the summation has been performed, regardless
of the dimensionality or frequency spectrum of the system-
bath interaction.

The variational technique now relies on a careful choice

of H̃S, H̃B, and H̃I from the various terms available after the
transformation. We define the new unperturbed Hamiltonian

as H̃0= H̃S+ H̃B, with

H̃S = −
�r

2
��x

1 + �x
2� − 2X�z

1�z
2 + 2�

k
fk�fk − 2gk�/�k,

�16�

and H̃B=HB. Here, �r is now determined by the finite tem-
perature generalization of Eq. �7�, and is given by

�r = ��B� = � exp	− 2�
k

�k
2 coth���k/2� , �17�

where the inverse temperature is �=1 /kBT, while the form of

H̃S has been chosen such that the expectation value of H̃I

with respect to H̃0 vanishes. We shall see that this signifi-
cantly simplifies the determination of the �fk� below.

There then remain two forms of system-bath interaction,

H̃I= H̃z+ H̃�, where

H̃z = �
n
��z

n�
k

�gk − fk��bk
†eik·rn + bke

−ik·rn�� , �18�

and

H̃� = −
�

2 �
n

��B+
�n� − �B���+

n + �B−
�n� − �B���−

n� , �19�

with ��
n = �1 /2���x

n� i�y
n�, and bath operators again given by

products of the displacement operators,

B�
�n� = exp	�2�

k
�k�bk

†eik·rn − bke−ik·rn� . �20�

Note that if we assume the bath to be in thermal
equilibrium, these four bath operators all have same

expectation value with respect to H̃0: �B�= �B�
�n��H̃0

=exp�−2�k�k
2 coth���k /2��.

The unperturbed Hamiltonian, H̃0, has two important fea-
tures. First, the tunneling strength, �r, has been renormal-
ized. Second, the two spins are now coupled via a bath-
mediated, separation-dependent, Ising-like interaction, with a
strength

X = �
k

�k
−1fk�2gk − fk�cos�k · �r1 − r2�� . �21�

Evaluation of both �r and X requires knowledge of the set of
variational parameters �fk�. The variational procedure deter-
mines these by free energy minimization arguments. How-
ever, before we continue the analysis, we outline a significant
simplification which can be made.

IV. VARIATIONAL CALCULATION

A. Crude Ising approximation

The variational parameters �fk�, appearing in both �r �Eq.
�17�� and in the induced Ising strength X �Eq. �21��, were
introduced to overcome an infrared divergence in �r that
occurs for an Ohmic spectral density when applying a po-
laron transformation to our Hamiltonian, since it fully dis-
places the bath modes as in Eq. �3�.31 As mentioned previ-
ously, this divergence would lead to a complete suppression
of the tunneling probability, �r→0, and can be seen by mak-
ing the replacement fk→gk in Eq. �17�, and using J���
= �� /2��.

However, we may make the replacement fk→gk in the
definition of the Ising strength �Eq. �21�� and find that it
suffers from no such divergence. Therefore, to some level of
approximation at least, we can make this replacement �in Eq.
�21� only� and evaluate X outside the variational calculation.
We know that in the limit that the coupling of the system to
the bath completely dominates, the oscillators are fully dis-
placed, i.e., fk→gk anyway. Hence, we can identify this re-
placement as a kind of strong coupling approximation on X,
as will be discussed in more detail in Sec. V B. We shall
refer to the Ising term evaluated within this approximation,
and to the approximation itself, as “crude” since it does not
take into account deviations of fk from gk in X.

Assuming a linear dispersion relation �k�=� /c, where c is
the excitation speed, we find

XC =
��c

2
fD�td�c� , �22�

where the subscript C indicates a crude value. The impurity
distance dependence enters through td= �r1−r2� /c, which is
the time bosonic excitations take to travel between the spins,
and determines the value of the function fD�x� �D=1,2 ,3�,
which is a measure of the �separation-dependent� correlation
between the bath influences seen at each spin, and is there-
fore dependent on the dimensionality D of the system-bath
interaction. We find f1�x�=sinc�x� in one dimension, f2�x�
= 1F2��1 /2� , �1,3 /2� ,−x2 /4� is a generalized hypergeometic
function in two dimensions, and f3�x�=Si�x� /x in three di-
mensions, Si�x�=�0

x�sin t / t�dt being the sine integral func-
tion. As shown in Fig. 2, in all cases fD�x� has a maximum
value of fD�0�=1, and in two and three dimensions has a
minimum value fD���=0. Additionally, in one dimension
f1�x� displays decaying oscillations, becoming zero when-
ever td=n��c, for n=1,2 ,3 , . . ..

Note that, ignoring any spatial correlations in B�
�1� and

B�
�2�, our transformed Hamiltonian H̃ with the replacement
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X→XC now has exactly the same form as that which would
be obtained if we transformed a Hamiltonian describing two
spins in separate baths, each subject to a transverse field of
strength �, and coupled via a ferromagnetic Ising field of
strength 2XC.41,42 That is, had we transformed the Hamil-
tonian

HTI = −
�

2
��x

1 + �x
2� − 2XC�z

1�z
2 + �z

1�
k

�gkbk
† + gk

�bk�

+ �z
2�

k
�gkak

† + gk
�ak� + �

k
�kbk

†bk + �
k

�kak
†ak,

�23�

where we have introduced a second bath which couples only
to the second spin and is described by creation �annihilation�
operators ak

† �ak�, with corresponding frequencies �k.

B. Free energy minimization

Precisely as in the single-spin case, our task is now to find
the set of variational parameters �fk�, which will then allow
us to find the renormalized tunneling strength �r. If, for a
given �, we find that �r→0 �i.e., fk→gk�, the system will be
dominated by the induced Ising interaction, forming a ferro-
magnetic or antiferromagnetic pair. The spins will be unable
tunnel between their states �0� and �1� and will be said to be
in a localized regime. On the other hand, if �r�0, the tun-
neling probability remains finite and the spins are delocal-
ized. We expect that as �→�c, �r→0, and we enter a re-
gime in which the renormalized tunneling has a negligible
influence on the ground state.

To find the set �fk� we follow Refs. 7 and 31 and compute
the Bogoliubov-Feynman upper bound on the free energy of
the total system-plus-bath, AB, which is related to the true
free energy, A, via AB�A,43 where

AB = − �−1 ln Tr�exp�− �H̃0�� + �H̃I�H̃0
+ O��H̃I

2�H̃0
� .

�24�

We have constructed our perturbation terms H̃I and system

Hamiltonian H̃0 such that �H̃I�H̃0
=0 by definition. We shall

assume that terms of order �H̃I
2�H̃0

are small, as shown in Ref.
7, and approximate the free energy using only the first term
of Eq. �24�. Neglecting the free energy of the bath, since it
does not depend on the variational parameters, we find

AB � 2�
k

�k
−1fk�fk − 2gk� − �−1 ln�2�cosh�2�XC�

+ cosh��EC��� , �25�

where EC=�4XC
2 +�r

2. Minimizing AB with respect to the
variational parameters yields the choice

fk = gk�1 +
�r

2

�kEC
	 sinh��EC�coth���k/2�

cosh�2�XC� + cosh��EC��−1

.

�26�

As we are interested here in the ground state �zero tempera-
ture� behavior of the system we take the limit �→� to find

fk = gk�1 +
�r

2

�kEC
�−1

. �27�

Having found the optimal choice for each fk in Eq. �27�, we
can now insert this into our expression for the renormalized
tunneling strength, Eq. �17�. Taking the continuum limit and
using the same form of Ohmic spectral density as before, we
obtain the following self-consistent equation

�r� �r
2

�r
2 + �cEC

�−�

exp	 − ��cEC

�r
2 + �cEC

 = � . �28�

Note that with the replacement EC→ �or 2XC→�� this
equation is identical to Eq. �12� derived in Sec. II when
considering a single spin with finite bias. This stems from the
observation that, from the point of view of one of the spins,
its Ising-like coupling to the other spin can be thought of as
providing an effective energy difference between its �z
eigenstates.

The solutions of Eq. �28� give values of �r that corre-
spond to stationary points of the free energy approximation
AB. That a given solution exists does not necessarily mean
that it is appropriate to assume that the system will adopt this
value. Rather, we assume that �within our approximate treat-
ment� the system will adopt the value of �r that gives the
lowest AB.44 To see which solution for �r will be favored, we
compute the free energy at zero temperature using the varia-
tional parameters we have just derived in Eq. �27�:

AB � − EC − �EC��r
2

�c
2 +

EC

�c
�−1

. �29�

Since we are working in the limit � /�c	1, it must also be
true that ��r /�c�2	EC /�c, regardless of the value of XC,
and we can further approximate

0 5 10 15 20
�0.4

�0.2

0.0

0.2

0.4

0.6

0.8

1.0

tdΩc

fD�tdΩc�

FIG. 2. �Color online� Measure of the correlation between the
bath-induced fluctuations experienced at each impurity spin, plotted
as a function of the scaled impurity separation td�c= �r1−r2��c /c.
The different curves correspond to system-bath coupling in one
dimension �blue dotted curve�, two dimensions �dashed red curve�,
and three dimensions �solid green curve�. In all cases the correlation
is maximized for zero separation �fD=1, complete correlation� and
tends to zero as the separation goes to infinity �fD=0, no
correlation�.
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AB � − ��c − EC�1 − �
�r

2

EC
2 � . �30�

The system will adopt which ever value of �r makes the
second term in Eq. �30� most negative, i.e., that value which
most strongly satisfies the condition 4XC

2 ��r
2��−1�. For �

�1 it is clear that this will correspond to the greatest positive
value of �r. Therefore, where multiple solutions to Eq. �28�
exist, for ��1 we should choose the largest value of �r.

C. Separation-dependent localization

In general, solving Eq. �28� for �r analytically is not pos-
sible and it must be solved for numerically instead. However,
to begin with, note that �r=0 is always a solution, regardless
of the value of � or XC. Now, we can look for other analyti-
cal solutions in certain limits. Perhaps the simplest of these is
the limit XC→0, corresponding to two infinitely separated
spins in a common bath or two uncoupled spins in separate
baths. From either interpretation, we should recover the well-
known single spin-boson results. Setting XC=0 in Eq. �28�
gives

�r� �r

�r + �c
�−�

exp	 − ��c

�r + �c
 = � , �31�

which in the limit � /�c	1 ��r��� gives the well-
established form2,3,31

�r � �� e�

�c
��/�1−��

. �32�

Hence, for XC=0 and � /�c	1, the renormalized tunneling
strength smoothly reaches zero as �→1, and we predict that
the critical coupling strength separating the delocalized and
localized phases is given by �c�XC=0�=1, precisely as in the
single spin-boson case.

Let us now consider the opposite limit, XC /��1, corre-
sponding either to closely spaced spins in a common bath
with intermediate or strong dissipation �so that XC is large�,
or two spins in separate baths coupled via a relatively strong
Ising interaction. Since �r��, we may also assume XC /�r
�1. Setting EC�2XC and neglecting �r in the denominators
in both bracketed factors in Eq. �28�, we find

�r � �� e�2

2�cXC
��/�1−2��

. �33�

Within the limits this expression has been derived, the brack-
eted factor is small and we observe that �r→0 as �→0.5.
We conclude that for an Ising strength XC much larger than
the bare tunneling strength, the critical system-bath coupling
strength is no longer given by the single spin-boson value
��c�1�, but instead by �c�XC /��1��0.5. This can also be
seen by expanding our expression for the minimized free
energy, Eq. �30�, to lowest order in �r /XC, which gives

AB � − ��c − 2XC�1 +
�r

2

8XC
2 �1 − 2��� . �34�

It is clear from this expression that in the limit XC��r a
finite �r will be favored only if ��0.5.

When neither of these conditions are met, i.e., when
XC /��1, Eq. �28� is best studied graphically. To do so, we
define the left hand side of Eq. �28� as a function ���r�. Any
points at which ���r� crosses the line � will then give non-
zero solutions for �r. In the main part of Fig. 3 we plot
���r� for a fixed spin separation, corresponding to a value of
fD�td�c�=0.05, and for various values of �. Also shown is
the dashed line at 0.2, which represents the value of the bare
tunneling strength � �in units of �c� taken here. The first
feature to notice is that the curve shows a dramatic change in
behavior as the coupling strength � moves through the value
0.5, developing a minimum in the first quadrant for ��0.5.
Therefore, when ��0.5, we can always expect a single finite
solution for �r. On the other hand, when ��0.5, depending
on the specific values of the ratio XC /� and �, the curve
���r� may not cross the line � at all, just touch it, or dip low
enough to cross it twice.

In the main part of Fig. 3 the ratio XC /� is small enough
such that ���r� does dip below � for ��0.5, and the critical
coupling strength is then given when ���r� just touches the
line �. We see that 0.5��c�1 in such cases. In the inset we
show the same set of plots, but for a smaller spin separation
corresponding to a higher value of fD�td�c�=0.3. In this case,
the ratio XC /� is large enough that once ���r� changes its
qualitative behavior �i.e., when ��0.5�, it never crosses the
line � and the only solution to Eq. �28� is �r=0. This con-
firms the limiting behavior, �c�0.5 for XC /�r�1, discussed
earlier in reference to Eqs. �33� and �34�.

Knowing how we expect �r to behave in certain limits we
may now numerically solve Eq. �28� to find the renormalized
tunneling strength as a function of �, for various spin sepa-
rations characterized by the function fD�td�c� measuring the
bath correlations. We shall restrict ourselves here to the two
and three dimensional cases, and the results can be seen in
Fig. 4. The solid black curve shows the renormalized tunnel-
ing for infinitely separated spins, i.e., fD=0 �no bath corre-
lations�. As expected, in this regime of zero Ising strength,
�r→0 as the system-bath coupling strength �→1, precisely

Increasing Α
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Α�Αc�fD�

Α�Αc�fD�

0.00 0.02 0.04 0.06 0.08 0.10
0.0

0.1

0.2

0.3

0.4

�r

	��r �

0. 0.05 0.1
0.

0.2

0.4
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FIG. 3. �Color online� The renormalized tunneling strength is
the solution to ���r�=� �see Eq. �28��. Main: here we plot ���r�
for various values of � and for a fixed spin separation correspond-
ing to fD�td�c�=0.05. Setting �c=1 then gives XC=0.025�. We see
that as � is increased the solution for �r decreases until a point at
which the curve ���r� just touches the line �=0.2. After this point,
the only solution is �r=0. Inset: Here we plot the same curves but
with fD�td�c�=0.3. In this case fD �and hence XC� is so large that
�c=0.5, since above this value ���r� never crosses �.
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as in the single-spin case. The dashed blue curve shows the
variation of the renormalized tunneling with � for a spin
separation corresponding to fD=0.05. For this intermediate
separation �or, equivalently, Ising strength� we see that �r
discontinuously approaches zero as � reaches a critical value
somewhere between 0.5 and 1.0 ��c�0.65 for the values of
� /�c and fD used here�. This agrees with the intuition we
gained previously from Fig. 3. The red dotted curve corre-
sponds to a small spin separation giving fD=0.3 �or large
Ising strength�. Here, �r→0 continuously as �→0.5, again
in agreement with our analysis of Fig. 3. In the inset of Fig.
4, we show explicitly how the critical coupling strength de-
pends on the qubit separation. As expected, for large spin
separations �fD→0� �c tends to 1, while as the spins are
brought closer together and fD increases, �c approaches its
minimum value of 0.5.

The last piece of information needed to complete our pic-
ture is the value of fD, say fD0, after which the crossover
always occurs around �c=0.5 �i.e., beyond fD0 the bath cor-
relations are large and XC quickly dominates with increasing
��. Finding where the minimum of ���r� just crosses the
line � yields the simple result

fD0 = 2e� �

�c
�2

. �35�

For � /�c=0.2, we get fD0�0.22, in agreement with Fig. 4.
From this expression it can be seen that the further a given
system lies within the scaling limit �� /�c	1�, the larger the
range of spin separations which differ from the single-spin
case ��c�1�.

D. Section summary

We conclude this section with a brief summary. For dis-
tantly separated spins or negligible Ising strengths, the
delocalized-localized crossover corresponds to the well stud-

ied single spin-boson model.4,7,38,44 The critical coupling
strength after which the tunneling element is renormalized to
zero is predicted to be �c=1, for � /�c	1. As the spins are
brought closer together within their common bath, they be-
come coupled via an Ising-like interaction. This causes the
crossover region to drop from �c=1, as can be seen by trac-
ing from left to right in the inset of Fig. 4. At a certain spin
separation, the function scaling the Ising strength, fD�td�c�,
reaches a special value, fD0, given by Eq. �35�. For this spin
separation, and all smaller separations, the crossover is pre-
dicted to occur around �c=0.5.

V. FULL VARIATIONAL TREATMENT

A. Free energy minimization and self-consistent equations

The results presented in the previous section were ob-
tained by approximating the induced Ising strength, X, by a
value XC, through the replacement fk→gk. This significantly
simplified the task of finding the set of variational parameters
�fk�, which then allowed us to determine the renormalized
tunneling strength in a straightforward manner. To go beyond
this approximation, we shall now perform the variational cal-
culation making no such simplification, and hence use the
full fk-dependent Ising strength given in Eq. �21�.

As before, we calculate the free energy associated with

the Hamiltonian H̃= H̃0+ H̃I, given by Eqs. �16�, �18�, and
�19�. This leads to an expression for AB identical to Eq. �25�,
but with XC replaced by X,

AB � 2�
k

�k
−1fk�fk − 2gk� − �−1 ln�2�cosh�2�X�

+ cosh��E��� , �36�

where E=�4X2+�r
2. Minimization with respect to the varia-

tional parameters �fk� gives us the zero-temperature condi-
tion

fk = gk� E + 2X cos�k · �r1 − r2��
E + 2X cos�k · �r1 − r2�� + �r

2/�k
� , �37�

which is consistent with our assumption fk= f−k, used with
reference to Eq. �15� in our derivation of the transformed

Hamiltonian H̃. We proceed by inserting Eq. �37� into our
expressions for the renormalized tunneling strength, Eq.
�17�, and the full Ising strength, Eq. �21�. For simplicity, we
now restrict our discussion to system-bath coupling in three
dimensions, in which we may write k · �r1−r2�=�td cos���,
where � is a polar angle in k-space over which we must
integrate. We then obtain the following two equations which
we must simultaneously solve self-consistently,

�r = � exp	−
�

2
�

−1

+1

dx�
0

�c

�−1G2��,x�d� , �38�

and
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FIG. 4. �Color online� Main: numerically evaluated renormal-
ized tunneling strength as a function of the system-bath coupling
strength for various spin separations, captured by the value of the
function fD measuring the bath correlations. The solid black curve
corresponds to infinitely separated spins �no Ising interaction�, fD

=0. The dashed blue curve corresponds to an intermediate spin
separation �or Ising interaction�, fD=0.05. The dotted red curve
corresponds to small spin separation �or large Ising interaction�,
fD=0.3. Inset: Here we show how the critical coupling strength
varies with the spin separation. For all curves, � /�c=0.2.
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X =
�

4
�

−1

+1

dx�
0

�c

G��,x��2 − G��,x��cos��xtd�d� ,

�39�

where x=cos���, and we have defined the function

G��,x� = � E + 2X cos��xtd�
E + 2X cos��xtd� + �r

2/�� . �40�

B. Comparison of full and crude Ising strengths

Extracting useful analytic expressions from Eqs. �38� and
�39� is not easily achieved. However, we note that the values
�r=0 and X=XC solve these equations exactly. That is, in the
localized regime, where the ground state becomes com-
pletely dominated by the Ising term, the Ising strength is
given by its crude value. This tallies with our earlier asser-
tion that the crude Ising approximation is essentially a strong
system-bath coupling approximation on the induced interac-
tion strength. Let us also consider the regime in which the
spins are distantly separated. On physical grounds, we expect
that X→0 as �r1−r2�→�, since it seems inappropriate that
the bath could mediate an interaction between spins sepa-
rated by a large distance �certainly, we know that XC→0 as
the spin separation is increased to infinity�. This can be seen
in the present case by making the assumption that for large td
�i.e., large spin separation�, X will be small �which we shall
justify numerically in the following� and expand the inte-
grand of Eq. �39� to second order in X. Having done so, the
integrations with respect to x and � can be performed ana-
lytically, leaving a quadratic equation for X which we write
as

0 = h0�td� + X�h1�td� − 1� + X2h2�td� , �41�

where h0, h1, and h2 are cumbersome expressions �propor-
tional to �� which we shall not give here. Taking the limit
td→�, we find that h0→0 and h1→��c

2 /2��r+�c�2. Apply-
ing the same limit to h2 is less straightforward, although it is
easy to see graphically that h2→0 as td→�. Hence, as ex-
pected, we have confirmed that X→0 as td→�. Further,
when X=0, the self-consistent equation for the renormalized
tunneling strength, Eq. �38�, reduces to that for a single spin
given by Eq. �31�.

When neither the spin separation nor the system-bath cou-
pling strength are large enough such that the above argu-
ments apply, we must solve the self-consistent equations by
numerical iteration. Solutions found in this way are shown in
Fig. 5, where the plot points are calculated iteratively from
Eqs. �38� and �39�, and the solid lines calculated using the
crude Ising approximation of the previous section. Red cir-
cular points correspond here to a small spin separation,
td�c=1, blue squares to an intermediate separation, td�c
=15, and black triangles to the limit td→� �for which there
is no discrepancy between the full and crude Ising strengths�.
From the main part of the figure we can see that the crude
value of the Ising strength generally gives a reasonably good
approximation to the full expression. As the system-bath
coupling strength is increased, there comes a point at which

the tunneling strength becomes entirely suppressed, �r→0
�see figure inset�, in which case Eq. �39� for X reduces to the
simpler form of Eq. �22�. Hence, in the localized regime X
=XC, as expected. From the inset of Fig. 5 we see that the
behavior of the renormalized tunneling strength is well ap-
proximated across a range of different parameter regimes by
replacing X by XC in the self-consistent equations. Hence,
our analysis of the localization crossover in the two-impurity
spin-boson model given in the previous section is expected
to hold true, even when the full bath-induced Ising form is
used.

In order in reproduce the behavior of X for small values of
� and moderate spin separations, where it differs most mark-
edly from XC in Fig. 5, we can expand the solution to Eq.
�41� to first order in �. In doing so, we find X�h0�td�, with

h0�td� = −
��r

2td�
sin�td�c� +

�

2td
�Ci�td�� − Ci�td�r��

��td�r cos�td�r� − sin�td�r�� +
�

2td
�Si�td��

− Si�td�r���td�r sin�td�r� + cos�td�r�� , �42�

where Ci�x�=−�x
�cos�t� / tdt is the cosine integral function,

and we have made the substitution �=�r+�c. The dashed
curve in Fig. 5 shows this function plotted for td�c=15,
where we also approximate the renormalized tunneling
strength as �r���� /�c��/�1−��.

Lastly, in Fig. 6 we plot a comparison of the behavior of
X and XC with varying �scaled� spin separation, td�c. Recall
that when �r=0, X=XC, as can be seen in the majority of the
plot for �=0.6. For this value of the system-bath coupling,
���c over almost the full range of separations considered,
and the tunneling is consequently renormalized to zero for
most values of td�c too. As the spin separation is increased,
X decreases, and there comes a point at which �r�0 �td�c
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FIG. 5. �Color online� Main: comparison of the numerically
calculated Ising strength �points� and the crude Ising strength �solid
lines� as a function of �, with � /�c=0.2. This is done for td�c=1
�red line, circular markers�, td�c=15 �blue line, square markers� and
in the limit td�c→� �black line, triangular markers, close to the x
axis�. After the system-bath coupling strength �=�c, �r→0 �see
inset� and the crude Ising strength matches the full value. The
dashed line shows the small Ising strength approximation of Eq.
�42�. Inset: renormalized tunneling strength calculated using the full
Ising strength �points� and crude Ising approximation �lines� as a
function of �, for the same parameters as the main figure.
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�26�. Here, we begin to see deviations of X from XC. When
�=0.4 the system is always in the delocalized regime ��r
�0� and we therefore see deviations of X from XC for all
spin separations.

VI. VARIATIONAL GROUND STATE

A. Two-impurity Hamiltonian in the displaced oscillator basis

In the preceding sections, we have used a variational
treatment to establish how both the renormalized tunneling
strength and bath-induced Ising interaction vary as a function
of system-bath coupling strength and spin separation in the
two-impurity spin-boson model. We shall now use this infor-
mation to explore the interplay of these two quantities in
determining how the form of the ground state of the system
changes in different parameter regimes. From this, we shall
identify a physical indicator of the delocalized to localized
crossover in the dissipative two-spin system.

To obtain the variational ground state we generalize the
procedure given in Sec. II to two spins. We write the total
Hamiltonian �Eq. �13�� in a displaced oscillator basis, this
time defined by the four states
��B−−��00� , �B−+��01� , �B+−��10� , �B++��11��, with

�B��� = 

k

D���ke
ik·r1�


k

D���ke
ik·r2��B0� , �43�

and

�B��� = 

k

D���ke
ik·r1�


k

D���ke
ik·r2��B0� , �44�

where once again �k= fk /�k and �B0� is the state of the bath
for vanishing system-bath coupling. In this basis, the two-
impurity spin-boson Hamiltonian becomes

H = −
�r

2
��̃x

1 + �̃x
2� − 2X�̃z

1�̃z
2 + 2R , �45�

where the zero-temperature limit has been taken, and R, �r,
and X are defined in Eqs. �6�, �17�, and �21�, respectively.

Diagonalizing this Hamiltonian gives a ground-state energy
of �0=2R−E, and corresponding ground state

��0� = N0��B−−��00� + �B++��11� − ���B+−��10� + �B−+��01��� ,

�46�

where N0= �2�1+�2��−1/2, �= �2X−E� /�r, and E=�4X2+�r
2

as before. Minimizing �0 with respect to the variational pa-
rameters leads to exactly the same condition �Eq. �37�� as
derived in Sec. V. Therefore, we shall make the crude Ising
approximation to evaluate X and �r, giving all of the re-
quired information relating to the variational ground state.

B. Experimental signatures of localization-delocalization
crossover

To show how evidence for the localization crossover
might be observed experimentally, in Fig. 7 we plot the
ground-state expectation value of the single-spin operator �x

1

�or equivalently �x
2�, ��x

1�= ��0��x
1��0�=−2��B� / �1+�2�, as a

function of the scaled spin separation for various values of
the system-bath coupling strength. For small values of �
��=0.2,0.3� the tunneling element is renormalized to a finite
value �delocalized regime� and ��x

1� is predominantly deter-
mined by the relative size of the bare tunneling element to
the Ising strength, saturating at a value ��x

1���B� at large
spin separations �small X�. There is no qualitative change in
the ground-state form as the relative size of �r and X varies,
in this case through increasing the spin separation.

For larger values of �, lying between 0.5 and 1, the Ising
strength at small spin separations is large enough such that
the renormalized tunneling strength is completely sup-
pressed, and ��x

1�→0 �localized regime�. As the spin separa-
tion increases, the Ising strength decreases, and there comes
a point at which X is small enough such that ��x

1� can now
take on nonzero values �delocalized� for the same value of �.
Therefore, if it is possible to engineer a pair of Ising-coupled
spins for which the Ising strength can be varied, and 0.5
���1, the crossover region should be identifiable by the
emergence of a nonzero value for ��x

1� �or ��x
2�� as the Ising

interaction is decreased.
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FIG. 6. �Color online� Main: induced Ising strength as a func-
tion of the scaled spin separation, td�c, for two values of the
system-bath coupling strength, �=0.4 �blue circular markers� and
�=0.6 �red square markers�. The markers indicate values calculated
numerically from Eqs. �38� and �39� and the solid lines represent XC

values calculated using Eq. �22�. Inset: magnification of the lower
right corner, revealing how the discrepancy between X and XC in-
creases when the Ising strength is small enough such that �r�0.
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FIG. 7. �Color online� Expectation value of �x
1 �or �x

2� as a
function of the scaled spin separation for different values of the
system-bath coupling strength � �=0.20,0.30,0.55,0.65 ordered as
indicated�. For �=0.55 and �=0.65 we see that at a particular spin
separation there emerges a nonzero expectation value, signifying
the crossover from localization to delocalization.
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It is also possible to observe the crossover behavior with-
out the need for varying the Ising strength, by instead alter-
ing the bare tunneling frequency due to the applied field. In
Fig. 8 we again plot ��x

1� but this time as a function of the
bare tunneling strength with fixed bath-mediated Ising
strength X. For �=0.35 we expect no crossover in ground-
state behavior and we see ��x

1�→0 only as �→0. For the
curves corresponding to ��0.5, when � /X is small we are
in the regime in which Eq. �33� is valid. As such, �c=0.5 and
we see ��x

1�=0. As the ratio � /X is increased, we eventually
move into a regime in which Eq. �32� is valid and �c→1.
For �=0.6 and �=0.75 we must therefore enter the delocal-
ized regime as � /X increases, and ��x

1� thus begins to take on
nonzero values.

C. System-bath entanglement

Quantum phase transitions are associated with nonanaly-
ticity in the entanglement present in the total system-plus-
bath state.45–48 Although the variational treatment may not
identify a true quantum phase transition, it is expected that
the change in ground-state properties that are identified will
have a manifestation in the entanglement.4 Since, within the
variational approach, the total state �Eq. �46�� is a pure state,
we can investigate such behavior in our model simply by
tracing out the bath degrees of freedom and calculating the
von Nuemann entropy of the two-spin state. This will give a
measure of the degree to which the spins are entangled with
the bath.20 We define the reduced two-spin state as �
=trB���0���0��, where trB denotes a trace over the bath de-
grees of freedom. The von Neumann entropy is then defined
as

S = − � ln��� = − �
i=1

4

 i ln� i� , �47�

where the  i are the four eigenvalues of �.20

In Fig. 9 we plot the entropy as defined above �normal-
ized by its maximum possible value� for three different spin
separations, corresponding to fD=0 �black solid line�, fD
=0.05 �blue dashed line� and fD=0.3 �red dotted line�. For

fD=0 the situation is identical to the single-spin case. As � is
increased, the extent to which the spins and the bath interact
increases and their state becomes ever more entangled. For
the curves corresponding to fD=0.05 and fD=0.3 we see a
similar situation for small values of �. However, for moder-
ate values of � we see that the entanglement reaches a maxi-
mum and then begins to fall. This corresponds to the onset of
the crossover between delocalization and localization in the
ground state. At the critical values of � for these spin sepa-
rations ��c=0.65 and �c=0.5, respectively, for these param-
eters�, the entanglement sharply drops to a value of 0.5 as
�r→0. For a single spin S=0 in its localized regime.4 In the
present case we find S / ln 4=0.5 since there is nothing in our
model to lift the degeneracy between the states �00� and �11�
in the localized regime.

VII. SUMMARY

We have investigated the delocalized to localized cross-
over for a pair of two-level systems in a common bosonic
bath. Our analysis followed closely that introduced for single
spins by Silbey and Harris31 which used a variational ap-
proach. The crossover region is identified by a complete sup-
pression of the tunneling element ��r→0� as the system-
bath coupling is increased ��→�c�. We find an interesting
interplay between the magnitude of an environment-induced
Ising spin interaction �X� and the applied tunneling field ���
in determining �c. In particular, our analysis suggests that
the presence of the Ising term encourages the spins to enter
the localized regime at a smaller value of the system-bath
interaction than in the single-spin case. Specifically, only for
infinitely separated spins do we recover �c=1, as in the
single spin-boson model. On reducing the spin separation
from infinity, �c→0.5. Interestingly, �c reaches this mini-
mum value at a finite spin separation, and retains this value
for all smaller separations. We also obtained the variational
ground state, and from this showed that a signature of the
ground-state crossover could be found in the emergence of a
finite single-spin expectation value ��x� as either the spin
separation or the ratio of tunneling strength to Ising interac-
tion is increased. The crossover should also be evident in the
entanglement shared between the system and bath.
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FIG. 8. �Color online� Expectation value of �x
1 �or �x

2� as a
function of � �measured in units of X� for �=0.35 �black solid
line�, �=0.6 �red dotted line�, and �=0.75 �blue dashed line�. For
these plots the induced Ising strength was kept at X=0.0015�c for
each �, with �c=1.
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FIG. 9. �Color online� Normalized von Neumann entropy of the
two-spin system as a function of � for fD=0 �black solid line�, fD

=0.05, �blue dashed line� and fD=0.3 �red dotted line�, with � /�c

=0.2.

MCCUTCHEON et al. PHYSICAL REVIEW B 81, 235321 �2010�

235321-10



ACKNOWLEDGMENTS

The authors wish to thank Alex Chin and Janet Anders for

useful and interesting discussions. S.B. thanks the Royal So-
ciety and Wolfson Foundation. D.P.S.M., A.N. and S.B. are
supported by the EPSRC.

*dara.mccutcheon@ucl.ac.uk
†ahsan.nazir@ucl.ac.uk

1 H.-P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems �Oxford University Press, New York, 2002�.

2 A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. Fisher, A. Garg,
and W. Zwerger, Rev. Mod. Phys. 59, 1 �1987�.

3 U. Weiss, Quantum Dissipative Systems, 3rd ed. �World Scien-
tific, Singapore, 2008�.

4 K. Le Hur, Ann. Phys. 323, 2208 �2008�.
5 M. Vojta, N.-H. Tong, and R. Bulla, Phys. Rev. Lett. 94, 070604

�2005�.
6 H. Wong and Z. D. Chen, Phys. Rev. B 77, 174305 �2008�.
7 A. Chin and M. Turlakov, Phys. Rev. B 73, 075311 �2006�.
8 R. Bulla, N.-H. Tong, and M. Vojta, Phys. Rev. Lett. 91, 170601

�2003�.
9 M. Vojta, Rep. Prog. Phys. 66, 2069 �2003�.

10 S. Sachdev, Quantum Phase Transitions �Cambridge University
Press, Cambridge, England, 1999�.

11 M. Dubé and P. Stamp, Int. J. Mod. Phys. B 12, 1191 �1998�.
12 G. D. Mahan, Many-Particle Physics �Plenum, New York, 1990�.
13 A. J. Ramsay, A. V. Gopal, E. M. Gauger, A. Nazir, B. W.

Lovett, A. M. Fox, and M. S. Skolnick, Phys. Rev. Lett. 104,
017402 �2010�.

14 D. Porras, F. Marquardt, J. von Delft, and J. I. Cirac, Phys. Rev.
A 78, 010101�R� �2008�.

15 P. Cedraschi, V. V. Ponomarenko, and M. Buttiker, Phys. Rev.
Lett. 84, 346 �2000�.

16 N.-H. Tong and M. Vojta, Phys. Rev. Lett. 97, 016802 �2006�.
17 A. Recati, P. O. Fedichev, W. Zwerger, J. von Delft, and P.

Zoller, Phys. Rev. Lett. 94, 040404 �2005�.
18 M. H. Devoret, Quantum Fluctuations in Electrical Circuits, Les

Houches Session �Elsevier, Amsterdam, 1997�, Vol. LXIII.
19 K. Le Hur, P. Doucet-Beaupre, and W. Hofstetter, Phys. Rev.

Lett. 99, 126801 �2007�.
20 M. A. Nielsen and I. L. Chuang, Quantum Computation and

Quantum Information �Cambridge University Press, Cambridge,
England, 2000�.

21 D. S. Fisher, Phys. Rev. B 51, 6411 �1995�.
22 L. Cincio, J. Dziarmaga, J. Meisner, and M. M. Rams, Phys.

Rev. B 79, 094421 �2009�.
23 S. Garnerone, N. T. Jacobson, S. Haas, and P. Zanardi, Phys.

Rev. Lett. 102, 057205 �2009�.

24 A. Sergi, I. Sinayskiy, and F. Petruccione, Phys. Rev. A 80,
012108 �2009�.

25 P. Nägele, G. Campagnano, and U. Weiss, New J. Phys. 10,
115010 �2008�.

26 D. P. S. McCutcheon, A. Nazir, S. Bose, and A. J. Fisher, Phys.
Rev. A 80, 022337 �2009�.

27 T. Zell, F. Queisser, and R. Klesse, Phys. Rev. Lett. 102, 160501
�2009�.

28 F. Benatti, R. Floreanini, and M. Piani, Phys. Rev. Lett. 91,
070402 �2003�.

29 D. Solenov, D. Tolkunov, and V. Privman, Phys. Rev. B 75,
035134 �2007�.

30 Z. Ficek and R. Tanas, Phys. Rev. A 77, 054301 �2008�.
31 R. Silbey and R. A. Harris, J. Chem. Phys. 80, 2615 �1984�.
32 A. J. Bray and M. A. Moore, Phys. Rev. Lett. 49, 1545 �1982�.
33 S. T. Kehrein, A. Mielke, and P. Neu, Z. Phys. B 99, 269 �1996�.
34 T. Stauber and F. Guinea, Phys. Rev. A 73, 042110 �2006�.
35 V. V. Ponomarenko, Phys. Rev. B 48, 5265 �1993�.
36 T. A. Costi and G. Zarand, Phys. Rev. B 59, 12398 �1999�.
37 A. Alvermann and H. Fehske, Phys. Rev. Lett. 102, 150601

�2009�.
38 A. Winter, H. Rieger, M. Vojta, and R. Bulla, Phys. Rev. Lett.

102, 030601 �2009�.
39 R. J. Glauber, Phys. Rev. 131, 2766 �1963�.
40 T. Vorrath and T. Brandes, Phys. Rev. Lett. 95, 070402 �2005�.
41 P. Werner, K. Volker, M. Troyer, and S. Chakravarty, Phys. Rev.

Lett. 94, 047201 �2005�.
42 P. P. Orth, I. Stanic, and K. Le Hur, Phys. Rev. A 77, 051601�R�

�2008�.
43 J. J. Binney, N. J. Dowrick, A. J. Fisher, and M. E. J. Newman,

Theory of Critical Phenomena �Oxford Science Publications,
Oxford, England, 1992�.

44 Z.-D. Chen and H. Wong, Phys. Rev. B 78, 064308 �2008�.
45 L.-A. Wu, M. S. Sarandy, and D. A. Lidar, Phys. Rev. Lett. 93,

250404 �2004�.
46 E. Rieper, J. Anders, and V. Vedral, New J. Phys. 12, 025017

�2010�.
47 N. Lambert, C. Emary, and T. Brandes, Phys. Rev. A 71, 053804

�2005�.
48 A. Kopp, X. Jia, and S. Chakravarty, Ann. Phys. 322, 1466

�2007�.

SEPARATION-DEPENDENT LOCALIZATION IN A TWO-… PHYSICAL REVIEW B 81, 235321 �2010�

235321-11

http://dx.doi.org/10.1103/RevModPhys.59.1
http://dx.doi.org/10.1016/j.aop.2007.12.003
http://dx.doi.org/10.1103/PhysRevLett.94.070604
http://dx.doi.org/10.1103/PhysRevLett.94.070604
http://dx.doi.org/10.1103/PhysRevB.77.174305
http://dx.doi.org/10.1103/PhysRevB.73.075311
http://dx.doi.org/10.1103/PhysRevLett.91.170601
http://dx.doi.org/10.1103/PhysRevLett.91.170601
http://dx.doi.org/10.1088/0034-4885/66/12/R01
http://dx.doi.org/10.1142/S0217979298000661
http://dx.doi.org/10.1103/PhysRevLett.104.017402
http://dx.doi.org/10.1103/PhysRevLett.104.017402
http://dx.doi.org/10.1103/PhysRevA.78.010101
http://dx.doi.org/10.1103/PhysRevA.78.010101
http://dx.doi.org/10.1103/PhysRevLett.84.346
http://dx.doi.org/10.1103/PhysRevLett.84.346
http://dx.doi.org/10.1103/PhysRevLett.97.016802
http://dx.doi.org/10.1103/PhysRevLett.94.040404
http://dx.doi.org/10.1103/PhysRevLett.99.126801
http://dx.doi.org/10.1103/PhysRevLett.99.126801
http://dx.doi.org/10.1103/PhysRevB.51.6411
http://dx.doi.org/10.1103/PhysRevB.79.094421
http://dx.doi.org/10.1103/PhysRevB.79.094421
http://dx.doi.org/10.1103/PhysRevLett.102.057205
http://dx.doi.org/10.1103/PhysRevLett.102.057205
http://dx.doi.org/10.1103/PhysRevA.80.012108
http://dx.doi.org/10.1103/PhysRevA.80.012108
http://dx.doi.org/10.1088/1367-2630/10/11/115010
http://dx.doi.org/10.1088/1367-2630/10/11/115010
http://dx.doi.org/10.1103/PhysRevA.80.022337
http://dx.doi.org/10.1103/PhysRevA.80.022337
http://dx.doi.org/10.1103/PhysRevLett.102.160501
http://dx.doi.org/10.1103/PhysRevLett.102.160501
http://dx.doi.org/10.1103/PhysRevLett.91.070402
http://dx.doi.org/10.1103/PhysRevLett.91.070402
http://dx.doi.org/10.1103/PhysRevB.75.035134
http://dx.doi.org/10.1103/PhysRevB.75.035134
http://dx.doi.org/10.1103/PhysRevA.77.054301
http://dx.doi.org/10.1063/1.447055
http://dx.doi.org/10.1103/PhysRevLett.49.1545
http://dx.doi.org/10.1007/s002570050037
http://dx.doi.org/10.1103/PhysRevA.73.042110
http://dx.doi.org/10.1103/PhysRevB.48.5265
http://dx.doi.org/10.1103/PhysRevB.59.12398
http://dx.doi.org/10.1103/PhysRevLett.102.150601
http://dx.doi.org/10.1103/PhysRevLett.102.150601
http://dx.doi.org/10.1103/PhysRevLett.102.030601
http://dx.doi.org/10.1103/PhysRevLett.102.030601
http://dx.doi.org/10.1103/PhysRev.131.2766
http://dx.doi.org/10.1103/PhysRevLett.95.070402
http://dx.doi.org/10.1103/PhysRevLett.94.047201
http://dx.doi.org/10.1103/PhysRevLett.94.047201
http://dx.doi.org/10.1103/PhysRevA.77.051601
http://dx.doi.org/10.1103/PhysRevA.77.051601
http://dx.doi.org/10.1103/PhysRevB.78.064308
http://dx.doi.org/10.1103/PhysRevLett.93.250404
http://dx.doi.org/10.1103/PhysRevLett.93.250404
http://dx.doi.org/10.1088/1367-2630/12/2/025017
http://dx.doi.org/10.1088/1367-2630/12/2/025017
http://dx.doi.org/10.1103/PhysRevA.71.053804
http://dx.doi.org/10.1103/PhysRevA.71.053804
http://dx.doi.org/10.1016/j.aop.2006.08.002
http://dx.doi.org/10.1016/j.aop.2006.08.002

